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Abstract. In order to quickly identify road vehicle collision accidents, a vehicle collision detection method 

based on machine vision is proposed. This method first uses the YOLO V5 deep neural model to achieve 

rapid recognition of vehicles; On this basis, Kalman filtering and Hungarian matching algorithm are 

introduced to achieve multi target tracking of vehicles; Finally, using the visual odometry calculation method, 

parameters such as vehicle speed, overlap, and trajectory deflection are obtained, and the occurrence of a 

collision is judged by whether the above parameters are abnormal. The test results show that compared with 

existing algorithms, this method has a significant improvement in recognition accuracy. 
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1. Introduction

Applying machine vision methods to road vehicle collision detection can effectively improve the rescue

rate of traffic accidents and reduce property losses [1-5]. Chen Ruidong et al. proposed a vehicle recognition, 

tracking, and collision detection method based on Kalman filtering in their paper [6]; Ao Bangqian et al. 

proposed a research on motion vehicle detection and tracking method based on improved frame difference 

method and Camshift algorithm [7]; Lin Fei et al. proposed a traffic accident detection method based on the 

hybrid hierarchical bounding box algorithm [8]. 

This paper applies the lighting enhancement model to the preprocessing of the original image and uses 

the YOLO V5 model to complete vehicle recognition; Simultaneously using Kalman filtering and Hungarian 

matching algorithm to achieve multi-target tracking; Finally, the visual mileage calculation method is used to 

calculate the vehicle speed and combine the target overlap and trajectory deviation to achieve collision 

detection. 

2. Image Preprocessing and Target Recognition

2.1.  Light Enhancement Preprocessing 

Applying lighting enhancement algorithms to image processing can help improve image visibility and 

detection accuracy. Based on the dark light image enhancement model proposed by Wang Leiyu et al. [9], 

the image is decomposed into structural and detail layers, and these two layers are processed separately to 

achieve the enhancement effect.  

Fig. 1: Comparison of Lighting Enhancement Preprocessing Effects 

The Figure 1 shows a comparison of the effects obtained after light enhancement preprocessing, where 

the left image is the original image and the right image is the image after light enhancement preprocessing. 
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2.2.  Target Recognition 

Compared to traditional methods such as Viola Jones and DPM, the deep neural network model using 

YOLO V5 has higher detection accuracy and faster inference speed in target recognition. As shown in Figure 

2, the target (vehicle) recognition effect is shown under the condition of 1920 × 1080 resolution and 30fps. 

 
Fig. 2: Target Recognition 

3. Multi Target Tracking Algorithm 

The combination of Kalman filtering and Hungarian matching algorithm can effectively achieve multi-

target tracking [10-12]. 

Kalman filtering is a recursive state estimation algorithm used to estimate the state variables of a 

system.Through iterative updates, Kalman filtering can achieve accurate tracking of target states in the 

presence of noise and uncertainty; The core idea of the Hungarian matching algorithm is to construct a 

bipartite graph, taking the target and tracking results as the two vertex sets of the graph, and determine the 

best match by finding the maximum weight match. 

The implementation process of multi-target tracking is shown in Figure 3: 
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Fig. 3: Multi target tracking implementation process 

By combining Kalman filtering and Hungarian matching, multi-target tracking algorithms can achieve 

accurate tracking of targets in complex environments. 

4. Collision Detection 

4.1.  Speed Calculation 

Visual odometry was proposed by Matthies et al. [13] in 1980. The visual mileage calculation method 

based on monocular cameras consists of the following four parts: 

1) Feature extraction and matching: Firstly, extract feature points from a continuous image sequence; 

Then, feature points are described using feature descriptors such as SIFT, ORB, etc. Next, use feature 

matching algorithms to match feature points between adjacent frames; 

2) Motion estimation: Assuming the feature points in the first image is (𝑥₁, 𝑦₁), the feature points in the 

second image is (𝑥₂, 𝑦₂), the internal parameter matrix of the camera is K, and the essential matrix is E. By 

matching feature points, a set of corresponding feature point pairs can be obtained. Then, the motion formula 

of the camera is restored by substituting it into the essential matrix shown in Equation 1. 

𝑘𝑇 ∗ [𝑥1, 𝑦1, 1]𝑇 ∗ 𝐸 ∗ [𝑥2, 𝑦2, 1] = 0                                                                  (1) 
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3) Triangulation: Assuming that the pixel coordinates of the feature points in the first frame image is 

(𝑥₁, 𝑦₁), in the second frame image is (𝑥₂, 𝑦₂), the internal parameter matrix of the camera is K, the rotation 

matrix of the camera is R, the translation vector is T, and the coordinates of the feature points in the real 

world is [𝑋, 𝑌, 𝑍]. By using the camera projection relationship, a system of equations can be established as 

shown in equations 2 and 3. 

𝐾 ∗ [𝑅|𝑡] ∗ [𝑋, 𝑌, 𝑍, 1]𝑇 = [𝑥1, 𝑦1, 1]𝑇                                                             (2) 
𝐾 ∗ [𝑅|𝑡] ∗ [𝑋, 𝑌, 𝑍, 1]𝑇 = [𝑥2, 𝑦2, 1]𝑇                                                              (3) 

By solving the nonlinear equation system composed of equations 2 and 3 above, the coordinates of 

feature points in the real world can be calculated; 

4) Speed calculation: Assuming the position of the feature points in the first frame of the image is 𝑃₁ =

 [𝑋₁, 𝑌₁, 𝑍₁], the position in the second frame of the image is 𝑃₂ =  [𝑋₂, 𝑌₂, 𝑍₂], and the time interval between 

the two frames is 𝛥𝑡. By calculating the displacement of feature points in the real world, the camera speed 

can be obtained by using the following equation 4. 

𝑉 =  (𝑃₂ −  𝑃₁) / 𝛥𝑡                                                             (4) 

Where,V is the velocity vector of the camera. 

4.2.  Calculation of Track Offset 
The linear regression algorithm is used here for the fitting process [14] [15]. 

For a series of data points (𝑥𝑖, 𝑦𝑖), there are equations 5 and 6 as follows 

𝑦 =  𝑚𝑥 +  𝑏                                                                              (5) 

𝐸(𝑚, 𝑏) = 𝛴ⅈ=1
𝑁 (𝑦ⅈ − (𝑚𝑥ⅈ + 𝑏))2                                                             (6) 

Among them, 𝛴ⅈ=1
𝑁  is the number of data points and 𝐸(𝑚, 𝑏) is the fitting error. Obtain the best fit line by 

minimizing 𝐸(𝑚, 𝑏). Finally, calculate the vertical distance using equation 7 to obtain the trajectory offset. 

𝑑 =
|𝑚∗ 𝑥𝑐𝑢𝑟𝑟𝑒𝑛𝑡−𝑦𝑐𝑢𝑟𝑟𝑒𝑛𝑡+𝑏|

√𝑚2+1
                                                                    (7) 

4.3.  Calculation of Coincidence Degree 

The overlap between two vehicle identification frames is measured using the Intersection over Union 

(IoU), Also known as overlap rate or Jaccard coefficient. 

Assuming there are two recognition boxes, the coordinates of the upper left corner of box A are  

(𝑥₁𝐴, 𝑦₁𝐴), the coordinates of the lower right corner are, the coordinates of the upper left corner of box B are  

(𝑥₁𝐵, 𝑦₁𝐵), and the coordinates of the lower right corner are (𝑥₂𝐵, 𝑦₂𝐵), then the calculation method for the 

intersection area is shown in equation 8. 

𝑖_𝑎𝑟𝑒𝑎 =  𝑚𝑎𝑥(0, 𝑚𝑖𝑛(𝑥₂𝐴, 𝑥₂𝐵)  −  𝑚𝑎𝑥(𝑥₁𝐴, 𝑥₁𝐵)) ∗  𝑚𝑎𝑥(0, 𝑚𝑖𝑛(𝑦₂𝐴, 𝑦₂𝐵)  − 𝑚𝑎𝑥(𝑦₁𝐴, 𝑦₁𝐵))      (8) 

Where i_area is the intersection area. 

The calculation method for Union Area is shown in Equation 9. 

𝑢_𝑎𝑟𝑒𝑎 =  𝐵𝑜𝑥𝐴 + 𝐵𝑜𝑥 𝐵 − 𝑖_𝑎𝑟𝑒𝑎                                                         (9) 

Where u_area is the union area. 

By substituting the intersection area and union area into the calculation formula shown in Equation 10, 

the overlap degree of the two recognition boxes can be obtained. 

𝐼𝑜𝑈 =  (𝑖_𝑎𝑟𝑒𝑎) / (𝑢_𝑎𝑟𝑒𝑎)                                                            (10) 

4.4.  Collision Detection Process 
When the overlap and speed change between two vehicles exceed the threshold, the system will 

determine the occurrence of a collision accident, as shown in the overall collision detection process in Figure 

4. 
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Fig. 4: Collision detection process 

5. System Implementation and Testing 

The collision recognition process for vehicle accidents is shown in Figure 5.  
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Fig. 5: Vehicle collision recognition process 

It can be seen from figure 5 that, if it is determined that an accident has occurred, the system will give an 

intelligent alarm and store the accident video [16]. 

5.1. Testing on Sand Table 

The following Figure 6 is a simulation test. By placing the remote control vehicle model in the camera 

scene, the system can automatically complete the recognition of the vehicle as shown in the left figure in 

Figure 6, and surround the appearance of the vehicle with a rectangular box. 

 
Fig. 6: Simulation Test 

During the process of vehicle movement, the system can continuously track the vehicle. As shown in the 

right figure in Figure 7, once the vehicle collides, the system will display a prompt message on the screen, 

reminding the operator to handle the accident. 

Table 1 shows collision detection results in different parameters. The vehicle speed is the measured 

speed of the machine, and the result is rounded. 

Table 1: Test Parameters and Results 

Speed Trajectory 

deviation(m) 

Tracking Result Collision Judgement 

21 3.1 Correct Correct 

25 3.4 Correct Correct 

28 4.6 Correct Correct 

32 5.6 Correct Correct 

5.2.  Comparison of Test Results 

A large number of experimental statistics were conducted on the same dataset containing videos from 

different environments, using the methods proposed in this paper and other literature methods. The 
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comparison results are shown in Table 2 below. From the statistical results, it can be seen that compared to 

other methods, the accuracy of collision testing using this method has been improved to a certain extent in 

various testing environments. 

Table 2: Results Comparison 

Environment Accuracy Accuracy in 

Ref. 3 

False False in Ref. 3 Loss Loss in Ref. 3 

Strong Light 95.4% 85.1% 3.7% 6.7% 0.9% 8.2% 

Weak Light 94.7% 80.3% 3.6% 10.1% 1.7% 

 

9.6% 

 

Cloudy 93.6% 75.2% 5.1% 10.5% 1.3% 14.3% 

6. Conclusion 

This article designs a vehicle collision detection system that preprocesses images using a lighting 

enhancement model, and then uses the YOLO V5 model to complete vehicle detection; Combining Kalman 

filtering with Hungarian matching algorithm to achieve multi-target tracking function; By using the visual 

mileage calculation method to calculate the vehicle speed, as well as the trajectory deviation and overlap 

between vehicles, the occurrence of accidents can be determined based on whether the above parameters are 

abnormal. 
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