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Abstract. This paper discusses a method for image clarity during rescue vehicle operations. This method 
first deals with the uncertainty caused by image jitter, and then uses defogging methods to improve the image, 
bringing more convenience and safety to unmanned rescue processes. The dehazing process is processed 
using an improved AOD Net method. Firstly, replace ReLU with LeakyReLU to minimize peripheral 
interference, and preprocess the collected images for brightness before sending them to the detector. 
Secondly, using bilateral mesh filtering to make the dark scene clearer after defogging. Through experiments, 
it can be found that the method can improve atomized images and maintain the brightness of the images, 
which can help to enhance the visual experience. 
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1. Introduction
At the rescue site, carbon oxides formed by the combustion of combustibles form mist in the air [1]. If 

the on-site photos can be effectively clarified, it can play a very important role in rescue work [2]. The 
traditional multi-scale Retinex algorithm (MSR) based on image enhancement can play a certain role [3]. In 
2021, ABDUL et al. assumed low contrast of smoke components and designed a wavelet variational method 
to solve the problem of smoke removal [4].The AODNet (All in One Dehazing Network) algorithm [5] is an 
end-to-end dehazing model.In 2022, Pan et al. [6] proposed DeSmoke which is based on the unpaired 
image-to-image cycle-consistent generative adversarial network for removing smoke from real robotic 
laparoscopic hysterectomy video. The LAP  algorithm [7] trains unpaired images using GAN. The outdoor 
rescue site is located in an environment where the atmospheric light intensity is difficult to estimate, which 
can cause contrast distortion, color distortion, and halo effects. There are also other methods that use Decom 
RNet to decompose images and then use Enhance RNet to enhance them Strong lighting and the introduction 
of attention modules have improved the accuracy of learning[8].In terms of scene recognition, the YOLO 
method was used in the recognition process for scene recognition[9]. There are also studies on the use of 
deep neural networks for human and human behavior judgment in public applications[10,11].However, the 
above algorithms Used in relatively open visual scenes cannot simultaneously take into account the low 
brightness and low contrast of outdoor rescue images which would lead to a decrease in recognition rate. 

This paper proposes an improved method for image dehazing using AOD Net, taking into account the 
visual effect after dehazing. By combining high frequency and contrast, a method for improving recognition 
for rescue images is proposed. 

The rest of the paper is structured as follow. Firstly, we introduce the proposed architecture and method 
in Section II. In Section III, we analyze the parameters.Experiments and results are presented in Section IV 
and conclusions are drawn in Section V. 

2. Architecture and Algorithm
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This paper uses a camera in motion of rescue-vehicle to capture the corresponding image sequence 
through an analyzer, and then uses a model for dehazing processing to finally classify and recognize the 
images in the scene. The specific architecture is shown in the following figure. 

During the dehazing process, AOD improvement method is adopted, in which LeakyReLU is used to 
replace ReLU during the training phase. Retix[10] method is used to pre-preprocess the image scene in an 
end-to-end direction, and then placed in the model for dehazing processing.  

Fig.1: System architecture 

In Figure 1, the overall structure is captured by the camera equipment on the vehicle platform. The 
rescue vehicle has outdoor and motion jitter characteristics. The front end uses scene image comparison to 
capture stable images, and then uses neural network methods for image denoising. Through different image 
fusion, the final image is generated by dehazing. 

3. Improvement Strategy
The AODNet (All in One Dehazing Network) calculation method is an end-to-end dehazing model that 

does not require air mist evaluation, but directly generates clear images through lightweight CNN. The 
framework model is shown in the following figure 2. 

Fig. 2: Framework model 
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In this paper, the network used 7 convolutional layers with the aim of forming multi-scale features by 
fusing filters of different sizes, and the loss function used a simple mean square error loss. The calculation is 
mainly divided into two parts. One is the K value estimation module, which uses the input image I (x) to 
calculate the unknown variable K (x), calculate the concentration and depth of fog. Another is the clear 
image generation module, which inputs the calculated K (x) as an adaptive variable into the network to 
obtain a clear image J (x). 

Combining with AOD-NET network, considering the problem of image and atomized surface being 
classified as Class 2, this paper proposes a network architecture that replaces the input LeakyReLU with 
ReLU. In addition to Conv in the feature layer, a maximum output structure is added to avoid oversaturation 
of the output when atomization is too severe. Output image can be limitted output by 
formula
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indirectly using high-frequency information to improve the visual effect of the image.Then, improvements 
were made to YOLOV3 from the perspective of scene recognition. 

To verify the recognition of clear images, first of all, target features are extracted by darknet-53 feature 
extraction network using a large number of 5×5, 3×3 convolution kernels, residual modules and fast links. 
Considering the small size of outdoor animals, the feature map tensor of different scales was obtained 
through 24 and 16 times down-sampling respectively. Finally the characteristics of different scale figure 
tensor addition, feature fusion to get 3 dimension feature maps, including the different scales of the grid 
number and the characteristics of each figure predicted tensor, namely 3xD (4+1+a), including four 
representative test box four parameters x, y, w, h, namely the center coordinates and testing frame's width 
and length, 1 represents the targeted evaluation, A represents the number of categories, and 3 represents the 
three sets of such information that each grid needs to predict. In terms of identification method, considering 
the size and special scene of the identified animal, and based on the principle of homology and similarity, the 
suspected target area is segmented to analyze 1-N pyramids, which is completed through the following 
process. 

Pyramid image recognition processing method: 
1.Collection of suspected areas <= depth frame 
2.For  the suspected area，and the discriminant points Si 

3. A new image size ∈[1/2*[Width], 1/2*[Height]]
    Collection of suspected areas <=depth frame 

   End For   
4.MaxC i= {continuous suspected region set discrimination + discriminant points S={i|max（Si）}}

At the network level, Leaky ReLu function is used as the convolution layer activation function. The
output of neurons is located as the following activation function. 
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4. Results and Analysis

4.1. Dataset
Considering the particularity of the scene, this paper adopts images with fog taken from outdoor rescue 

scenes. The training set uses 2000 images, and an additional 500 images are used for testing the sample set. 

4.2. Experiment 
In this experiment, smoke images of outdoor atomization were tested and compared using PSNR and 

SSIM methods[12]. To compare the comparability of processed images with human visual perception, this 
paper defines a block based approximate brightness comparison (BMSE, Block Mean-Square Error), and the 
formula for separating brightness comparison is as follows. 
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Where I represent the original image, and J represents the deburred image. The testing environment：
GPU TYPE GTX4090, 10-core 20-thread E5-2690V2 96GB memory with 1 camera channel. 

Table 1: Average PSNR and SSIM results 
Type AOD-Net This Method 

PSNR 19.76 20.13 

SSIM 0.85 0.87 

BMSE 0.72 0.83 

From Table 1, it can be seen that the improved method has limited objective improvement, but can 
achieve better visual quality of images. The high recognizability of images can be more suitable for outdoor 
rescue scenes. 

A)Original B) AOD-Net C) This Method

Fig.3: Comparison results of different methods 

From Table Ⅰ, it can be seen that the image quality of the scene has improved by about 10%, with a 
significant improvement for dark scenes. As can be seen from Image A, the improvement is not significant 
for images already in the scene. We have basically achieved the expected goal of solving the problem of 
image darkness caused by defogging.From Fig.3., it can be seen that classification recognition of the red 
marked areas in the scene can better avoid target loss with improved scene recognition. 

5. Conclusions
This paper combines the issue of image clarity in firefighting and rescue to study the removal of outdoor 

smoke. A method is proposed to improve the clarity of dark images while removing smoke. This method has 
a significant improvement in subjective vision, especially in the contrast and brightness of images, and its 
effectiveness has been proven through experiments. Further research on image intelligence will focus on 
firefighting and rescue issues in the follow-up work. 
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