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Abstract. The primary objective of this research is to classify school-based email correspondence into two 

distinct categories: General Inquiry Type and Verification Type. Email labeling is accomplished through the 

utilization of a rule-based technique that incorporates word embedding, as well as the integration of 

dictionary-based and user-defined keywords. The novelty of this study is in its dataset of 21,280 emails 

originating from the researcher's affiliated university.  Various machine learning models were employed 

using GloVe word embedding. The performance metrics of the machine learning models using GloVe Word 

Embedding on s school-based email data set were evaluated based on accuracy, precision, recall, and F1 

score.  The results showed that KNN-GloVe outperformed the other machine learning models which 

consistently demonstrated the highest results in all metrics used. 
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1. Introduction

Email has remained the main means of business communication. It plays a vital role in school

communication because it makes it possible for different clients and stakeholders in the educational 

community to formally communicate effectively, securely, and with documentation. This is the most formal 

way of getting queries answered and verifications validated.  Email has continued to be the primary method 

of business communication in recent years and have varying priorities, with some requiring prompt attention 

while others must be handled later [1]. E-mail is a vital element of online life despite the rise of mobile 

messaging and chat apps [2]. In 2020, there were four billion e-mail subscribers worldwide, and this figure is 

expected to rise to 4.6 billion by 2025. It also added further that about 306 billion emails were sent and 

received daily around the world in 2020. In 2025, it's expected that there will be over 376 billion emails sent 

per day [2]. With the overwhelming increase of email each day and as experienced in school, administrators 

and personnel who are in charge of checking e-mail from various clients may experience different challenges.  

These challenges include managing the email by communicating with clients, prioritizing, and giving a 

timeline for the emails received. With the volume of vital emails increasing, it is getting harder for many 

clients to receive emails on the same day, and at the same time there is a demand to automate email handling 

for a variety of reasons one is prioritization and the study [3] looked into classifying e-mail by prioritizing 

the most important e-mails using machine learning.  Email pattern generation, summarization, and 

classification of few potential email management options that can be considered [4]. The prioritization of 

email categorization enhances user efficiency. Users do not have to examine every single email which 

enhances their productivity as it allows them to save time [5]. This leads to a study comparing the 

performance of machine learning models classifying emails using SVMs, k-Nearest Neighbors (K-NNs), j48, 

Bayesian classification, Random Forest, and Naïve Bayes [5]. 

The primary objective of this research is to classify school-based email correspondence into two distinct 

categories: General Inquiry Type and Verification Type. Email labelling is accomplished through the 

utilization of a rule-based technique that incorporates word embedding, as well as the integration of 

dictionary-based and user-defined keywords. The performance of machine learning techniques in classifying 
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email data from a school-based setting are tested more by integrating GloVe word embedding. The 

evaluation of the models is performed based on metrics such as accuracy, precision, recall, F1 score, and 

confusion matrix. The comparative analysis of the model’s performance can show its effectiveness.  The 

novelty of this study is in its dataset of 21,280 electronic mails originating from the researcher's affiliated 

university from 2020 to 2024, specifically from the records office, which have been classified into two 

distinct categories. The research suggests employing a hybrid approach that combines Machine Learning 

models with GloVe word embedding.  The findings and experiment will compare the results among machine 

learning approaches optimizing the outcomes. 

2. Related Works 

Organizing emails into distinct labels can significantly improve client service. The system can create 

queues holding emails belonging to a particular category by utilizing machine learning to label emails. 

Support staff can process requests more quickly and effectively by choosing a queue that corresponds to their 

area of expertise which was the context of the researcher [6]. The research further mentioned that automating 

the labeling and sorting of e-mails, a model that can distinguish amongst distinct types of tasks and provision 

to help prioritize demand is required. Another paper [7], automates both the extraction of attributes and 

grouping into several sections or parts by representing the input with their word embeddings. This research 

also uses the data of the entire Enron Email dataset. They use a convolutional layer to gather local tri-gram 

features, then an LSTM layer to assess the significance of a sentence that may have appeared much earlier in 

the email. Spam classification is the most popular use of email classification, and it has been noted in 

numerous surveys and feedback that spam in email is one of the more complicated issues with email services. 

K-Nearest-Neighbors is a basic yet very successful supervised classification technique. It is also the most 

used classifier for pattern recognition due to its effective performance, efficient outputs, and ease of 

implementation. KNN was also employed with Convolutional Neural Networks (CNN) in another study [8] 

which included an attention mechanism to classify text emotions. Some studies employed and compared 

several machine learning models for email classification and did some comparisons across the models used. 

One of these email classification projects was able to use different methods such as k-nearest neighbors, 

adaptive boosting, random forest, and artificial neural networks [9]. In the same study, all the 

aforementioned methods underwent testing and refinement to get optimal accuracy. Based on the findings, it 

is evident that the artificial neural network exhibited superior performance compared to the other approaches. 

A similar work [10] also made use of several models on email classification on the University of California 

Irvine (UCI) spam base email dataset and experimented on several machine learning techniques such as 

KNN, Support Vector Machine (SVM)), Tree-based Random Forest (RF), Decision Tree (DT)) and 

Gradient-based (Artificial Neural Network (ANN), Logistic Regression (LR), Radial Basis Function (RBF). 

A confusion matrix table has been utilized for evaluation, and each classifier's precision, recall, accuracy, 

and F-measure are obtained. The 10-fold cross-validation method is used to validate Precision, Recall, 

Accuracy, and F-Measure. 

3. Methods 

This research aims to classify e-mail data in a school-based context. This will be implemented using 

machine learning approaches such as KNN, SVM, RF, DT, and Naïve Bayes. The models are employed 

using GloVe word embedding. The research also employed preprocessing techniques such as tokenization 

and removal of stop words to prepare the data set for classification. The extracted features from the school-

based email will be categorized into two: General Inquiries and Verification. The Inquiries category will 

include queries on procedures of admission, procedures on document requests, and other related procedures 

and requirements on admission and/or, enrollment and student records. The Verification category includes 

academic or educational verification from various private and government institutions. Other emails not 

labeled will be excluded from the classification.  

3.1. Data Set 

The email data set were taken from the records section of a university where the department or section 

specifically handles inquiries and related types of email from the students and its other clients. The email 
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data were gathered from the School Year 2020-2021 and up to the present school year. The email data set 

will only focus on the non-spam email. The school email data usually consists of several details which will 

be included in the data set. As cited in the study of Liu [11], emails can be divided between a body and a 

header, with the meta-data typically being found in the header section. The information such as the date, the 

sender's address and the receiver are part of the email details as well. In this research, the focus is on the 

email content only. The total count of email data based on each category is depicted on Table 1 which shows 

11,607 labeled as General Inquiry Type and 9578 are labeled as Verification Type. The data set was split 

into 80-20 training and testing as part of the methodology of this study. 

Table 1: Count of Email Data Set based on Category 

Email Category Count 

General Inquiry Type 11607 

Verification Type 9578 

Total 21, 185 

3.2. Proposed Framework 

To address the goals of this research, several techniques and methods were proposed.  These techniques 

or methods are presented in a proposed framework as depicted in Figure 1. The framework will begin with 

the pre-processing of the email data. The email data will be passed through labeling of email and 

classification into two categories. The model employed in various phases will then be evaluated based on the 

performance metrics such as accuracy, precision, recall, F1 score, and confusion matrix. 

 
Fig. 1: Conceptual Framework 
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Pre-processing. The pre-processing of the school-based e-mail data included Tokenization, Stop Word 

Removal and Special Character Removal. Tokenization [12] is a procedure where entire paragraphs, 

sentences, or phrases are chopped up into smaller chunks consisting of individual words or phrase fragments. 

In addition to that, it gets rid of specific characters like apostrophes, commas, and periods. 

Email labelling. The e-mail was labeled using both unsupervised and supervised techniques.  The utilization 

of rule-based classification, wherein emails are classified according to the existence of predetermined 

keywords, tends to align with a supervised methodology. This research made use of user-defined keywords 

based on the practices of the school in terms of verification and inquiries and dictionary-based keywords 

from the Meriam dictionary [13]. Rule-based classification is frequently employed to generate models that 

are more descriptive in nature, and its classification performance is comparable to that of decision trees [14]. 

In addition, the integration of word embeddings and cosine similarity was also employed. The cosine 

similarity function calculates the distance between two vectors. This metric facilitates the quantification of 

the degree of similarity between two words by utilizing their vector representations [15].  

Email classification. KNN as cited in the study [16], is a case-based learning approach and it is employed 

because aside from being easy to use, any changes to the inputs are reflected instantly in the algorithm, 

allowing for application in real time. KNN algorithm was also used for classification of email messages for 

spam detection [17]. The use of GloVe Word embeddings as stated in the study [18], speeds parameter 

training and has positive scalability, which makes the approach more suitable for large-scale applications. It 

is proposed that this word embedding will be used as a similarity measurement in classifying email using 

KNN algorithm and other approaches. Support Vector Machines (SVM) are designed to separate two classes 

by utilizing the premise that the input data may be linearly separated in a geometric space. SVMs are 

specifically designed to get the ideal hyperplane and decision boundary [15]. The random forests algorithm 

is a type of supervised learning that is constructed using decision trees. Random Forests are commonly 

employed in both regression and classification tasks. The nomenclature of this algorithm is derived from the 

stochastic process of feature selection. This algorithm is highly versatile and user-friendly. The algorithm 

demonstrates a level of accuracy of 1.0. [19]. A decision tree classifier is represented as a tree structure in 

which rules are acquired from the input using a binary if-else format. Every rule represents a node in the tree 

structure, while each leaf represents a class that will be allocated to the instance that satisfies all the 

constraints specified for the aforementioned nodes. The interpretability of the DT is a notable advantage as it 

enhances comprehension of the classifier's decision-making process, which can be challenging to accomplish 

with alternative classifiers [6]. The Naïve Bayes (NB) is a probabilistic classifier that is constructed based on 

Bayes' theorem where the probabilities can be approximated using example training data, that previously 

known instances and in order to minimize classification errors, the class that maximizes the probability for 

each instance is chosen [6]. 

Performance metrics evaluation. The evaluation of the performance of the model will be done using the 

performance metrics standard. The performance metrics for machine learning models and the other models 

utilized in this study are essential for any relevant endeavor. The objective is to measure the generalization 

accuracy of a model on future (out-of-sample) data. It also includes measurement evaluation such as 

precision, recall, F1 score, and confusion matrix.  The formula as cited in [20] will be employed in this study. 

Depending on how well it matches the actual number, each forecast can have one of four outcomes: The 

following figures present the metrics. 

True Positive (TP): The situation in which both the actual and projected values of a class are 1. 

True Negative (TN): The situation in which both the actual value and expected value of a class are 0. 

False Positive (FP): The instance where the actual value of a class was 0 and its anticipated value was 1 

False Negative (FN): The instance where the actual value of a class was 1 and its anticipated value was 0. 
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Accuracy is the most essential categorization metric is accuracy. It is rather simple to comprehend and 

simply applicable to both binary and multiclass classification problems. 

 

Accuracy = (TP + TN) / (TP + TN +FP+FN)                                                    (1) 

Precision is the proportion of true positives to the sum of true positives and false positives. 

Precision = (TP / (TP +FP))                                 (2) 

Recall is the proportion of true positives to the sum of true positives and false negatives. 

Recall = TP/ (TP + FN)                                                                         (3) 

F1 score is calculated by multiplying the product of Precision and Recall by the total of Precision 

      and  Recall 

F1 = 2 (Precision * Recall)/(Precision + Recall)                                                     (4) 

Confusion matrix is a table that enables the visualization of a classification model's performance. 

 

4. Results and Discussion 

The results of the machine learning classification models with GloVe word embedding are presented in 

the Table 2. It includes classification reports or insights on accuracy, precision, recall, and F1 Score. These 

indicators were used for classifying the School-based email data.  The model performance has shown varied 

results. Among the models, the KNN model demonstrated the highest performance in terms of accuracy and 

other indicators with a 93% accuracy rate. It effectively manages the spatial relationships in word 

embeddings, making it very efficient in classifying the school-based email data which means that it is the 

best classifier for this kind of data. Although, not as high as KNN, the random forest also demonstrated a 

high performance which is an advantage of being an ensemble technique. The Naïve Bayes has shown a 

weak classification report with a 70% accuracy which may encounter difficulties on the dependencies of 

data. 

Table 2. Classification Report of Machine Learning Models with GloVe Word Embedding 

Machine Learning with GloVe 

Word Embedding 

Accuracy Precision Recall F1 Score  

Decision Tree + GloVe 83 82 82 82 

KNN + GloVe 93 92 93 93 

Naïve Bayes + GloVe 70 74 72 70 

Random Forest + GloVe 90 90 89 90 

SVM+ GloVe 80 80 80 80 

 

The Figure 2 depicts the comparison of the performance metrics of the machine learning models using 

GloVe Word Embedding on s school-based email data set in a visual presentation. It graphically presented 

the comparison of the results in terms of accuracy, precision, recall & F1 score. It consistently showed that 

KNN outperformed the other machine learning models which demonstrated the highest results in all metrics 

used and it significantly showed an efficient way of handling semantic associations with GloVe as word 

embedding. 
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Fig. 2: Performance Metrics Comparison of Machine Learning Models Using Word Embedding 

5. Conclusion 

This study gives importance to the use of the school-based email dataset since it is considered a novel 

contribution to the research. The experiment on using machine learning models specifically with GloVe 

word embeddings is also a significant contribution to this study providing insights in terms of its 

classification performance. Moreover, it has been tested that using the school-based email dataset, the KNN 

model with GloVe embedding significantly showed consistent results across all metrics with emphasis on a 

93% accuracy. This will lead to the conclusion that based on the performance, the selection of the best 

classifier in this context is the KNN model. The Glove word embedding greatly does its job on feature 

extraction. However, other models also have high or moderate results which can be significantly increased 

by employing other word embeddings. 

6. Recommendations 

In a school context, there are many unbalanced data from its data set to be addressed and this can be 

done by using random forests. Although the result on its performance showed high results, it can still be 

maximized and so with other models such as DT, NB, SVM by employing other word embeddings such as 

Word2Vec and FastText. Future works can also focus on potential improvements or enhancement by using 

ensemble learning models with word embeddings and hybrid models can be used for the experiment adding 

into consideration increasing the number of data sets where applicable. 
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